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Preface

This script is based on the Competitive Programmer’s Handbook by Antti Laak-
sonen.

It contains the topics relevant for the graph day of the SOI Camp 2021. Most
of the code was modified slightly, and also some minor adjustments were made
on the text.
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Main Topics






Chapter 1

Basics of graphs

Many programming problems can be solved by modeling the problem as a graph
problem and using an appropriate graph algorithm. A typical example of a graph
is a network of roads and cities in a country. Sometimes, though, the graph is
hidden in the problem and it may be difficult to detect it.

This part of the book discusses graph algorithms, especially focusing on topics
that are important in competitive programming. In this chapter, we go through
concepts related to graphs, and study different ways to represent graphs in
algorithms.

1.1 Graph terminology

A graph consists of nodes and edges. In this book, the variable n denotes the
number of nodes in a graph, and the variable m denotes the number of edges.
The nodes are numbered using integers 1,2,...,n.

Note: at SOI we usually say vertex (plural vertices) instead of node. Vertex
and node can be used interchangeably. We also like to number the vertices
0-based as 0,1,...,n—1.

For example, the following graph consists of 5 nodes and 7 edges:

A walk leads from node a to node b through edges of the graph. A pathis a
walk where each node appears at most once in the path. The length of a path
(or a walk) is the number of edges in it. For example, the above graph contains a
path 1 - 3 —4 — 5 of length 3 from node 1 to node 5:



A cycle is a walk where the first and last node is the same, and every other

vertex appears at most once. For example, the above graph contains a cycle
1-3—-4—-1.

Connectivity

A graph is connected if there is a path between any two nodes. For example,
the following graph is connected:

The following graph is not connected, because it is not possible to get from

node 4 to any other node:

The connected parts of a graph are called its components. For example, the
following graph contains three components: {1, 2, 3}, {4, 5, 6, 7} and {8}.

A tree is a connected graph that consists of n nodes and n — 1 edges. There is
a unique path between any two nodes of a tree. For example, the following graph

is a tree:
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Edge directions

A graph is directed if the edges can be traversed in one direction only. For
example, the following graph is directed:

)
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The above graph contains a path 3 — 1 — 2 — 5 from node 3 to node 5, but
there is no path from node 5 to node 3.

Edge weights

In a weighted graph, each edge is assigned a weight. The weights are often
interpreted as edge lengths. For example, the following graph is weighted:

5
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The length of a path in a weighted graph is the sum of the edge weights on
the path. For example, in the above graph, the length of the path 1 -2 — 5 is 12,

and the length of the path 1 — 3 — 4 — 5 is 11. The latter path is the shortest
path from node 1 to node 5.

Neighbors and degrees

Two nodes are neighbors or adjacent if there is an edge between them. The
degree of a node is the number of its neighbors. For example, in the following
graph, the neighbors of node 2 are 1, 4 and 5, so its degree is 3.

The sum of degrees in a graph is always 2m, where m is the number of edges,
because each edge increases the degree of exactly two nodes by one. For this
reason, the sum of degrees is always even.

A graph is regular if the degree of every node is a constant d. A graph is
complete if the degree of every node is n — 1, i.e., the graph contains all possible
edges between the nodes.



In a directed graph, the indegree of a node is the number of edges that end
at the node, and the outdegree of a node is the number of edges that start at
the node. For example, in the following graph, the indegree of node 2 is 2, and
the outdegree of node 2 is 1.
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Colorings

In a coloring of a graph, each node is assigned a color so that no adjacent nodes
have the same color.

A graph is bipartite if it is possible to color it using two colors. It turns out
that a graph is bipartite exactly when it does not contain a cycle with an odd
number of edges. For example, the graph

is bipartite, because it can be colored as follows:

However, the graph

is not bipartite, because it is not possible to color the following cycle of three
nodes using two colors:




Simplicity

A graph is simple if no edge starts and ends at the same node, and there are no
multiple edges between two nodes. Often we assume that graphs are simple. For
example, the following graph is not simple:

1.2 Graph representation

There are several ways to represent graphs in algorithms. The choice of a data
structure depends on the size of the graph and the way the algorithm processes
it. Next we will go through three common representations.

Adjacency list representation

In the adjacency list representation, each node x in the graph is assigned an
adjacency list that consists of nodes to which there is an edge from x. Adjacency
lists are the most popular way to represent graphs, and most algorithms can be
efficiently implemented using them.

A convenient way to store the adjacency lists is to declare a vector of vectors
as follows:

vector<vector<int>> g;

For example, the graph

(0)—

can be stored as follows:

g.assign(4, {3}); // g now consists of 4 empty arrays
g[0].push_back(1);
g[1].push_back(2);
g[1]1.push_back(3);
g[2].push_back(3);
g[3].push_back(0);




If the graph is undirected, it can be stored in a similar way, but each edge is
added in both directions.

For a weighted graph, the structure can be extended as follows:

vector<vector<pair<int,int>>> g;

In this case, the adjacency list of node a contains the pair (b,w) always when
there is an edge from node a to node b with weight w. For example, the graph

can be stored as follows:

g.assign(4, {});

g[0].emplace_back(1,5);
g[1].emplace_back(2,7);
g[1].emplace_back(3,6);
g[2].emplace_back(3,5);
g[3].emplace_back(0,2);

The benefit of using adjacency lists is that we can efficiently find the nodes
to which we can move from a given node through an edge. For example, the
following loop goes through all nodes to which we can move from node s:

for (auto u : g[s]) {
// process node u

3

Adjacency matrix representation

An adjacency matrix is a two-dimensional array that indicates which edges
the graph contains. We can efficiently check from an adjacency matrix if there is
an edge between two nodes. The matrix can be stored as an array

vector<vector<int>> adj;
adj.assign(n, vector<int>(n, 0));

where each value adjlal[b] indicates whether the graph contains an edge from
node a to node b. If the edge is included in the graph, then adjla][b6] =1, and
otherwise adjlal[b] = 0. For example, the graph



(0)—

can be represented as follows:
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If the graph is weighted, the adjacency matrix representation can be extended
so that the matrix contains the weight of the edge if the edge exists. Using this
representation, the graph

corresponds to the following matrix:
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The drawback of the adjacency matrix representation is that the matrix
contains n? elements, and usually most of them are zero. For this reason, the
representation cannot be used if the graph is large.

Edge list representation

An edge list contains all edges of a graph in some order. This is a convenient
way to represent a graph if the algorithm processes all edges of the graph and it
is not needed to find edges that start at a given node.

The edge list can be stored in a vector

vector<pair<int,int>> edges;




where each pair (a,b) denotes that there is an edge from node a to node b. Thus,

the graph
(0 —

can be represented as follows:

edges.emplace_back(90,2);
edges.emplace_back(1,3);
edges.emplace_back(1,4);
edges.emplace_back(2,4);
edges.emplace_back(3,1);

If the graph is weighted, the structure can be extended as follows:

vector<tuple<int,int,int>> edges;

Each element in this list is of the form (a,b,w), which means that there is an
edge from node a to node b with weight w. For example, the graph

can be represented as follows':

edges.emplace_back(90,2,5);
edges.emplace_back(1,3,7);
edges.emplace_back(1,4,6);
edges.emplace_back(2,4,5);
edges.emplace_back(3,1,2);

Instead of emplace_back(@,2,5), one could also write edges.push_back({@,2,5}) or
edges. push_back(make_tuple(0,2,5)), however, using emplace_back is generally preferred.

10



Chapter 2

Graph traversal

This chapter discusses two fundamental graph algorithms: depth-first search and
breadth-first search. Both algorithms are given a starting node in the graph, and
they visit all nodes that can be reached from the starting node. The difference in
the algorithms is the order in which they visit the nodes.

2.1 Depth-first search

Depth-first search (DFS) is a straightforward graph traversal technique. The
algorithm begins at a starting node, and proceeds to all other nodes that are
reachable from the starting node using the edges of the graph.

Depth-first search always follows a single path in the graph as long as it
finds new nodes. After this, it returns to previous nodes and begins to explore
other parts of the graph. The algorithm keeps track of visited nodes, so that it
processes each node only once.

Example

Let us consider how depth-first search processes the following graph:

We may begin the search at any node of the graph; now we will begin the search
at node 1.
The search first proceeds to node 2:



After this, nodes 3 and 5 will be visited:

The neighbors of node 5 are 2 and 3, but the search has already visited both of
them, so it is time to return to the previous nodes. Also the neighbors of nodes 3
and 2 have been visited, so we next move from node 1 to node 4:

After this, the search terminates because it has visited all nodes.

The time complexity of depth-first search is O(n + m) where n is the number
of nodes and m is the number of edges, because the algorithm processes each
node and edge once.

Implementation

Depth-first search can be conveniently implemented using recursion. The fol-
lowing function dfs begins a depth-first search at a given node. The function
assumes that the graph is stored as adjacency lists in an array

vector<vector<int>> g;

and also maintains an array

vector<bool> visited;

that keeps track of the visited nodes. Initially, each array value is false, and
when the search arrives at node s, the value of visited[s] becomes true. The
function can be implemented as follows:

void dfs(int s) {
if (visited[s]) return;
visited[s] = true;
// process node s
for (auto u : g[s]) {
dfs(u);
3
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2.2 Breadth-first search

Breadth-first search (BFS) visits the nodes in increasing order of their distance
from the starting node. Thus, we can calculate the distance from the starting
node to all other nodes using breadth-first search. However, breadth-first search
is more difficult to implement than depth-first search.

Breadth-first search goes through the nodes one level after another. First the
search explores the nodes whose distance from the starting node is 1, then the
nodes whose distance is 2, and so on. This process continues until all nodes have
been visited.

Example

Let us consider how breadth-first search processes the following graph:

1 (2) 3

Suppose that the search begins at node 1. First, we process all nodes that can be
reached from node 1 using a single edge:

After this, we proceed to nodes 3 and 5:

1 (2)—(3
Finally, we visit node 6:
1 (2) 3

13



Now we have calculated the distances from the starting node to all nodes of the
graph. The distances are as follows:

node distance
0

S T W IN
WN N

Like in depth-first search, the time complexity of breadth-first search is
O(n +m), where n is the number of nodes and m is the number of edges.

Implementation

Breadth-first search is more difficult to implement than depth-first search, be-
cause the algorithm visits nodes in different parts of the graph. A typical imple-
mentation is based on a queue that contains nodes. At each step, the next node
in the queue will be processed.

The following code assumes that the graph is stored as adjacency lists and
maintains the following data structures:

queue<int> q;
vector<bool> visited(n);
vector<int> distance(N);

The queue g contains nodes to be processed in increasing order of their
distance. New nodes are always added to the end of the queue, and the node at
the beginning of the queue is the next node to be processed. The array visited
indicates which nodes the search has already visited, and the array distance will
contain the distances from the starting node to all nodes of the graph.

The search can be implemented as follows, starting at node x:

visited[x] = true;
distance[x] = 0;
q.push(x);
while (!q.empty()) {
int s = q.front(); q.pop(Q);
// process node s
for (auto u : g[s]) {
if (visited[ul]) continue;
visited[u] = true;
distance[u] = distance[s]+1;
g.push(u);

14



2.3 Applications

Using the graph traversal algorithms, we can check many properties of graphs.
Usually, both depth-first search and breadth-first search may be used, but in
practice, depth-first search is a better choice, because it is easier to implement.
In the following applications we will assume that the graph is undirected.

Connectivity check

A graph is connected if there is a path between any two nodes of the graph. Thus,
we can check if a graph is connected by starting at an arbitrary node and finding
out if we can reach all other nodes.

For example, in the graph

> |

a depth-first search from node 1 visits the following nodes:

> |

Since the search did not visit all the nodes, we can conclude that the graph
is not connected. In a similar way, we can also find all connected components of
a graph by iterating through the nodes and always starting a new depth-first
search if the current node does not belong to any component yet.

Finding cycles

A graph contains a cycle if during a graph traversal, we find a node whose
neighbor (other than the previous node in the current path) has already been
visited. For example, the graph

contains two cycles and we can find one of them as follows:
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After moving from node 2 to node 5 we notice that the neighbor 3 of node 5 has
already been visited. Thus, the graph contains a cycle that goes through node 3,
for example, 3 -2 —5— 3.

Another way to find out whether a graph contains a cycle is to simply calculate
the number of nodes and edges in every component. If a component contains ¢
nodes and no cycle, it must contain exactly ¢ — 1 edges (so it has to be a tree). If
there are c or more edges, the component surely contains a cycle.

Bipartiteness check

A graph is bipartite if its nodes can be colored using two colors so that there are
no adjacent nodes with the same color. It is surprisingly easy to check if a graph
is bipartite using graph traversal algorithms.

The idea is to color the starting node blue, all its neighbors red, all their
neighbors blue, and so on. If at some point of the search we notice that two
adjacent nodes have the same color, this means that the graph is not bipartite.
Otherwise the graph is bipartite and one coloring has been found.

For example, the graph

is not bipartite, because a search from node 1 proceeds as follows:

We notice that the color of both nodes 2 and 5 is red, while they are adjacent
nodes in the graph. Thus, the graph is not bipartite.

This algorithm always works, because when there are only two colors avail-
able, the color of the starting node in a component determines the colors of all
other nodes in the component. It does not make any difference whether the
starting node is red or blue.

Note that in the general case, it is difficult to find out if the nodes in a graph
can be colored using % colors so that no adjacent nodes have the same color. Even
when % = 3, no efficient algorithm is known but the problem is NP-hard.
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Chapter 3

Shortest paths

Finding a shortest path between two nodes of a graph is an important problem
that has many practical applications. For example, a natural problem related to
a road network is to calculate the shortest possible length of a route between two
cities, given the lengths of the roads.

In an unweighted graph, the length of a path equals the number of its edges,
and we can simply use breadth-first search to find a shortest path. However, in
this chapter we focus on weighted graphs where more sophisticated algorithms
are needed for finding shortest paths.

3.1 Dijkstra’s algorithm

Dijkstra’s algorithm' finds shortest paths from the starting node to all nodes
of the graph. Dijkstra’s algorithm is very efficient and can be used for processing
large graphs. However, the algorithm requires that there are no negative weight
edges in the graph.

Dijkstra’s algorithm maintains distances to the nodes and reduces them
during the search. Dijkstra’s algorithm is efficient, because it only processes each
edge in the graph once, using the fact that there are no negative edges.

Example

Let us consider how Dijkstra’s algorithm works in the following graph when the
starting node is node 1:

2 5)
(2) T
0

0 5
IE. W. Dijkstra published the algorithm in 1959 [14]; however, his original paper does not
mention how to implement the algorithm efficiently.

17



Like in the Bellman—Ford algorithm, initially the distance to the starting node is
0 and the distance to all other nodes is infinite.

At each step, Dijkstra’s algorithm selects a node that has not been processed
yet and whose distance is as small as possible. The first such node is node 1 with
distance 0.

When a node is selected, the algorithm goes through all edges that start at
the node and reduces the distances using them:

In this case, the edges from node 1 reduced the distances of nodes 2, 4 and 5,
whose distances are now 5, 9 and 1.

The next node to be processed is node 5 with distance 1. This reduces the
distance to node 4 from 9 to 3:

A remarkable property in Dijkstra’s algorithm is that whenever a node is
selected, its distance is final. For example, at this point of the algorithm, the
distances 0, 1 and 3 are the final distances to nodes 1, 5 and 4.

After this, the algorithm processes the two remaining nodes, and the final
distances are as follows:

18



Negative edges

The efficiency of Dijkstra’s algorithm is based on the fact that the graph does
not contain negative edges. If there is a negative edge, the algorithm may give
incorrect results. As an example, consider the following graph:

The shortest path from node 1 to node 4 is 1 — 3 — 4 and its length is 1. However,
Dijkstra’s algorithm finds the path 1 — 2 — 4 by following the minimum weight
edges. The algorithm does not take into account that on the other path, the
weight —5 compensates the previous large weight 6.

Implementation

The following implementation of Dijkstra’s algorithm calculates the minimum
distances from a node x to other nodes of the graph. The graph is stored as
adjacency lists so that g[v] contains a pair (w,cost) always when there is an edge
from node v to node w with weight cost.

An efficient implementation of Dijkstra’s algorithm requires that it is possible
to efficiently find the minimum distance node that has not been processed. An
appropriate data structure for this is a priority queue that contains the nodes
ordered by their distances. Using a priority queue, the next node to be processed
can be retrieved in logarithmic time.

In the following code, the priority queue pq contains pairs of the form (d, x),
meaning that the current distance to node x is d.

The array distance contains the distance to each node. Initially, the distance
is 0 to start and —1 to all other nodes. We use —1 as invalid value to denote that
the node has not been reached yet.

vector<int> distance(n, -1);
priority_queue<pair<int, int>,
vector<pair<int, int>>,
greater<pair<int, int>>> pq;
distance[start] = 0;

19



pg.emplace(@, start);
while (!pg.empty()) {
auto [d, v] = q.top();
a.pop();
if (distance[v] != -1) continue;
distancel[v] = d;
for (auto [w, cost] : glvl)
g.emplace(d + cost, w);

}

Note that the type of the priority queue is not priority_queue<pair<int, int>
but instead priority_queue<pair<int,int>,vector<pair<int,int>>,greater<pair<int,int>>>.
This is because in C++, a priority queue by default puts the largest element on
top, so we reverse the ordering by changing the comparison operator from less
(the default) to greater (which does the opposite).

In case you forget, you can look up the syntax for the priority queue in the
C++ cheatsheet linked on the camp page.

Also note that there may be several instances of the same node in the priority
queue; however, only the instance with the minimum distance will be processed.

The time complexity of the above implementation is O(n + mlogm), because
the algorithm goes through all nodes of the graph and adds for each edge at most
one distance to the priority queue.

20



Chapter 4

Tree algorithms

A tree is a connected, acyclic graph that consists of n nodes and n — 1 edges.
Removing any edge from a tree divides it into two components, and adding any
edge to a tree creates a cycle. Moreover, there is always a unique path between
any two nodes of a tree.

For example, the following tree consists of 8 nodes and 7 edges:

O Oen®
O—>—> & O

The leaves of a tree are the nodes with degree 1, i.e., with only one neighbor.
For example, the leaves of the above tree are nodes 3, 5, 7 and 8.

In a rooted tree, one of the nodes is appointed the root of the tree, and all
other nodes are placed underneath the root. For example, in the following tree,
node 1 is the root node.

In a rooted tree, the children of a node are its lower neighbors, and the
parent of a node is its upper neighbor. Each node has exactly one parent, except
for the root that does not have a parent. For example, in the above tree, the
children of node 2 are nodes 5 and 6, and its parent is node 1.

21



The structure of a rooted tree is recursive: each node of the tree acts as the
root of a subtree that contains the node itself and all nodes that are in the
subtrees of its children. For example, in the above tree, the subtree of node 2
consists of nodes 2, 5, 6 and 8:

4.1 Tree traversal

General graph traversal algorithms can be used to traverse the nodes of a tree.
However, the traversal of a tree is easier to implement than that of a general
graph, because there are no cycles in the tree and it is not possible to reach a
node from multiple directions.

The typical way to traverse a tree is to start a depth-first search at an arbitrary
node. The following recursive function can be used:

void dfs(int v, int p) {
for (auto w : g[vl)
if (w !=p)
dfs(w, v);
}

The function is given two parameters: the current node v and the previous
node p. The purpose of the parameter p is to make sure that the search only
moves to nodes that have not been visited yet.

The following function call starts the search at node x:

dfs(x, -1);

In the first call p = —1, because there is no previous node, and it is allowed to
proceed to any direction in the tree.

Storing Information

We can calculate some information during a tree traversal and store that for later
use. We can, for example, calculate in O(n) time for each node of a rooted tree the
number of nodes in its subtree or the length of the longest path from the node to
a leaf.

As an example, let us calculate for each node v a value subtreesize[v]: the
number of nodes in its subtree. The subtree contains the node itself and all

22



nodes in the subtrees of its children, so we can calculate the number of nodes
recursively using the following code:

void dfs(int v, int p) {
subtreesize[s] = 1;
for (auto w : g[vl) {
if (w == p) continue;
dfs(w, v);
subtreesize[s] += subtreesizel[u];

4.2 Diameter

The diameter of a tree is the maximum length of a path between two nodes. For
example, consider the following tree:

The diameter of this tree is 4, which corresponds to the following path:

Note that there may be several maximum-length paths. In the above path, we
could replace node 6 with node 5 to obtain another path with length 4.

Next we will discuss two O(n) time algorithms for calculating the diameter of
a tree. The first algorithm is based on the previous idea of storing information,
and the second algorithm uses two depth-first searches.

Algorithm 1

A general way to approach many tree problems is to first root the tree arbitrarily.
After this, we can try to solve the problem separately for each subtree. Our first
algorithm for calculating the diameter is based on this idea.

An important observation is that every path in a rooted tree has a highest
point: the highest node that belongs to the path. Thus, we can calculate for each
node the length of the longest path whose highest point is the node. One of those
paths corresponds to the diameter of the tree.

For example, in the following tree, node 1 is the highest point on the path
that corresponds to the diameter:

23



We calculate for each node x two values:
® toleaf(x): the maximum length of a path from x to any leaf

* maxLength(x): the maximum length of a path whose highest point is x

For example, in the above tree, toLeaf(1) = 2, because there is a path 1 —2 — 6,
and maxLength(1) = 4, because there is a path 6 - 2 — 1 — 4 — 7. In this case,
maxLength(1) equals the diameter.

We can calculate the above values for all nodes in O(n) time. First, to calculate
toLeaf(x), we go through the children of x, choose a child ¢ with maximum
toLeaf(c) and add one to this value. Then, to calculate maxLength(x), we choose
two distinct children a and b such that the sum tolLeaf(a)+tolLeaf(d) is maximum
and add two to this sum.

Algorithm 2

Another efficient way to calculate the diameter of a tree is based on two depth-
first searches. First, we choose an arbitrary node a in the tree and find the
farthest node b from a. Then, we find the farthest node ¢ from b. The diameter
of the tree is the distance between b and c.

In the following graph, a, b and ¢ could be:

(5 (r—4
b a c
o—>2 & O

This is an elegant method, but why does it work?

It helps to draw the tree differently so that the path that corresponds to the
diameter is horizontal, and all other nodes hang from it:

b X c

H—O—O—O—O)
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Node x indicates the place where the path from node a joins the path that
corresponds to the diameter. The farthest node from a is node b, node ¢ or some
other node that is at least as far from node x. Thus, this node is always a valid
choice for an endpoint of a path that corresponds to the diameter.

4.3 All longest paths

Our next problem is to calculate for every node in the tree the maximum length
of a path that begins at the node. This can be seen as a generalization of the tree
diameter problem, because the largest of those lengths equals the diameter of
the tree. Also this problem can be solved in O(n) time.

As an example, consider the following tree:

Let maxLength(x) denote the maximum length of a path that begins at node
x. For example, in the above tree, maxLength(4) = 3, because there is a path
4 —1— 2 — 6. Here is a complete table of the values:

node x 1 2 3 4 5 6
maxLength(x) |2 2 3 3 3 3

Also in this problem, a good starting point for solving the problem is to root
the tree arbitrarily:

The first part of the problem is to calculate for every node x the maximum
length of a path that goes through a child of x. For example, the longest path
from node 1 goes through its child 2:

25



This part is easy to solve in O(n) time, because we can use a similar technique to
what we have done previously.

Then, the second part of the problem is to calculate for every node x the
maximum length of a path through its parent p. For example, the longest path
from node 3 goes through its parent 1:

At first glance, it seems that we should choose the longest path from p.
However, this does not always work, because the longest path from p may go
through x. Here is an example of this situation:

Still, we can solve the second part in O(n) time by storing fwo maximum
lengths for each node x:

* maxLength;(x): the maximum length of a path from x

* maxLengthy(x) the maximum length of a path from x in another direction
than the first path

For example, in the above graph, maxLength{(1) = 2 using the path 1 — 2 — 5, and
maxLengthy(1) = 1 using the path 1 — 3.

Finally, if the path that corresponds to maxLength;(p) goes through x, we con-
clude that the maximum length is maxLengthg(p)+1, and otherwise the maximum
length is maxLength;(p)+ 1.
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4.4 Binary trees

A binary tree is a rooted tree where each node has a left and right subtree. It is
possible that a subtree of a node is empty. Thus, every node in a binary tree has
zero, one or two children.

For example, the following tree is a binary tree:

The nodes of a binary tree have three natural orderings that correspond to
different ways to recursively traverse the tree:

* pre-order: first process the root, then traverse the left subtree, then
traverse the right subtree

* in-order: first traverse the left subtree, then process the root, then traverse
the right subtree

* post-order: first traverse the left subtree, then traverse the right subtree,
then process the root

For the above tree, the nodes in pre-order are [1,2,4,5,6,3,7], in in-order
[4,2,6,5,1,3,7] and in post-order [4,6,5,2,7,3,1].

If we know the pre-order and in-order of a tree, we can reconstruct the exact
structure of the tree. For example, the above tree is the only possible tree with
pre-order [1,2,4,5,6,3,7] and in-order [4,2,6,5,1,3,7]. In a similar way, the
post-order and in-order also determine the structure of a tree.

However, the situation is different if we only know the pre-order and post-
order of a tree. In this case, there may be more than one tree that match the
orderings. For example, in both of the trees

the pre-order is [1,2] and the post-order is [2, 1], but the structures of the trees
are different.
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Chapter 5

Topological sorting

A topological sort is an ordering of the nodes of a directed graph such that if
there is a path from node a to node b, then node a appears before node b in the
ordering. For example, for the graph

one topological sort is [4,1,5,2,3,6]:

O=ONGSORO0S0

An acyclic graph always has a topological sort. However, if the graph contains
a cycle, it is not possible to form a topological sort, because no node of the cycle
can appear before the other nodes of the cycle in the ordering. It turns out that
depth-first search can be used to both check if a directed graph contains a cycle
and, if it does not contain a cycle, to construct a topological sort.

Algorithm

The idea is to go through the nodes of the graph and always begin a depth-first
search at the current node if it has not been processed yet. During the searches,
the nodes have three possible states:

¢ state 0: the node has not been processed (white)
¢ state 1: the node is under processing (light gray)

¢ state 2: the node has been processed (dark gray)

Initially, the state of each node is 0. When a search reaches a node for the
first time, its state becomes 1. Finally, after all successors of the node have been
processed, its state becomes 2.
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If the graph contains a cycle, we will find this out during the search, because
sooner or later we will arrive at a node whose state is 1. In this case, it is not
possible to construct a topological sort.

If the graph does not contain a cycle, we can construct a topological sort by
adding each node to a list when the state of the node becomes 2. This list in
reverse order is a topological sort.

Example 1

In the example graph, the search first proceeds from node 1 to node 6:

3 o\ N
@ :g/z’
Now node 6 has been processed, so it is added to the list. After this, also nodes
3, 2 and 1 are added to the list:

B—(2—
(&) (&)

At this point, the list is [6,3,2,1]. The next search begins at node 4:

(2
O>—@® @

Thus, the final list is [6,3,2,1,5,4]. We have processed all nodes, so a topologi-
cal sort has been found. The topological sort is the reverse list [4,5,1,2,3,6]:

OEONCSOPOR0

Note that a topological sort is not unique, and there can be several topological
sorts for a graph.



Example 2

Let us now consider a graph for which we cannot construct a topological sort,
because the graph contains a cycle:

The search proceeds as follows:

(D—(2)—3
i

The search reaches node 2 whose state is 1, which means that the graph contains
a cycle. In this example, there is a cycle 2 -3 — 5 — 2.
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Chapter 6

State Graphs

Please watch the video about state graphs.
https://www.youtube.com/watch?v=RdK3b9QWs94
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Part 11

Advanced topics
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Chapter 7

Spanning trees

A spanning tree of a graph consists of all nodes of the graph and some of the
edges of the graph so that there is a path between any two nodes. Like trees
in general, spanning trees are connected and acyclic. Usually there are several
ways to construct a spanning tree.

For example, consider the following graph:

The weight of a spanning tree is the sum of its edge weights. For example,
the weight of the above spanning treeis 3+5+9+3+2 =22,

A minimum spanning tree is a spanning tree whose weight is as small as
possible. The weight of a minimum spanning tree for the example graph is 20,
and such a tree can be constructed as follows:
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In a similar way, a maximum spanning tree is a spanning tree whose
weight is as large as possible. The weight of a maximum spanning tree for the
example graph is 32:

Note that a graph may have several minimum and maximum spanning trees,
so the trees are not unique.

It turns out that several greedy methods can be used to construct minimum
and maximum spanning trees. In this chapter, we discuss two algorithms that
process the edges of the graph ordered by their weights. We focus on finding
minimum spanning trees, but the same algorithms can find maximum spanning
trees by processing the edges in reverse order.

7.1 Kruskal’s algorithm

In Kruskal’s algorithm!, the initial spanning tree only contains the nodes of
the graph and does not contain any edges. Then the algorithm goes through the
edges ordered by their weights, and always adds an edge to the tree if it does not
create a cycle.

The algorithm maintains the components of the tree. Initially, each node of
the graph belongs to a separate component. Always when an edge is added to the
tree, two components are joined. Finally, all nodes belong to the same component,
and a minimum spanning tree has been found.

Example

Let us consider how Kruskal’s algorithm processes the following graph:

The first step of the algorithm is to sort the edges in increasing order of their
weights. The result is the following list:

IThe algorithm was published in 1956 by J. B. Kruskal [48].
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edge weight
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After this, the algorithm goes through the list and adds each edge to the tree
if it joins two separate components.
Initially, each node is in its own component:

@ &
@ @
® ©

The first edge to be added to the tree is the edge 5—6 that creates a component
{5,6} by joining the components {5} and {6}:

OO
@ o

After this, the edges 1-2, 3-6 and 1-5 are added in a similar way:

After those steps, most components have been joined and there are two
components in the tree: {1,2,3,5,6} and {4}.

The next edge in the list is the edge 2—3, but it will not be included in the tree,
because nodes 2 and 3 are already in the same component. For the same reason,
the edge 2—5 will not be included in the tree.
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Finally, the edge 4—6 will be included in the tree:

After this, the algorithm will not add any new edges, because the graph is
connected and there is a path between any two nodes. The resulting graph is a
minimum spanning tree with weight 2+3+3+5+ 7 =20.

Why does this work?

It is a good question why Kruskal’s algorithm works. Why does the greedy
strategy guarantee that we will find a minimum spanning tree?

Let us see what happens if the minimum weight edge of the graph is not
included in the spanning tree. For example, suppose that a spanning tree for the
previous graph would not contain the minimum weight edge 5—6. We do not know
the exact structure of such a spanning tree, but in any case it has to contain some
edges. Assume that the tree would be as follows:

However, it is not possible that the above tree would be a minimum spanning
tree for the graph. The reason for this is that we can remove an edge from the
tree and replace it with the minimum weight edge 5-6. This produces a spanning
tree whose weight is smaller:

For this reason, it is always optimal to include the minimum weight edge in
the tree to produce a minimum spanning tree. Using a similar argument, we
can show that it is also optimal to add the next edge in weight order to the tree,
and so on. Hence, Kruskal’s algorithm works correctly and always produces a
minimum spanning tree.
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Implementation

When implementing Kruskal’s algorithm, it is convenient to use the edge list
representation of the graph. The first phase of the algorithm sorts the edges in
the list in O(mlogm) time. After this, the second phase of the algorithm builds
the minimum spanning tree as follows:

for (...) {
if (!same(a,b)) unite(a,b);

}

The loop goes through the edges in the list and always processes an edge
a—b where a and b are two nodes. Two functions are needed: the function same
determines if a@ and b are in the same component, and the function unite joins
the components that contain a and b.

The problem is how to efficiently implement the functions same and unite.
One possibility is to implement the function same as a graph traversal and check
if we can get from node a to node . However, the time complexity of such a
function would be O(n + m) and the resulting algorithm would be slow, because
the function same will be called for each edge in the graph.

We will solve the problem using a union-find structure that implements both
functions in O(logn) time. Thus, the time complexity of Kruskal’s algorithm will
be O(mlogn) after sorting the edge list.

7.2 Union-find structure

A union-find structure maintains a collection of sets. The sets are disjoint,
so no element belongs to more than one set. Two O(logn) time operations are
supported: the unite operation joins two sets, and the find operation finds the
representative of the set that contains a given element?.

Structure

In a union-find structure, one element in each set is the representative of the set,
and there is a chain from any other element of the set to the representative. For
example, assume that the sets are {1,4,7}, {5} and {2, 3,6, 8}:

(4) () ()

oo 1

2The structure presented here was introduced in 1971 by J. D. Hopcroft and J. D. Ullman [38].
Later, in 1975, R. E. Tarjan studied a more sophisticated variant of the structure [64] that is
discussed in many algorithm textbooks nowadays.
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In this case the representatives of the sets are 4, 5 and 2. We can find the
representative of any element by following the chain that begins at the element.
For example, the element 2 is the representative for the element 6, because we
follow the chain 6 — 3 — 2. Two elements belong to the same set exactly when
their representatives are the same.

Two sets can be joined by connecting the representative of one set to the
representative of the other set. For example, the sets {1,4,7} and {2,3,6,8} can be

joined as follows:
i ©

The resulting set contains the elements {1,2,3,4,6,7,8}. From this on, the
element 2 is the representative for the entire set and the old representative 4
points to the element 2.

The efficiency of the union-find structure depends on how the sets are joined.
It turns out that we can follow a simple strategy: always connect the representa-
tive of the smaller set to the representative of the larger set (or if the sets are
of equal size, we can make an arbitrary choice). Using this strategy, the length
of any chain will be O(logn), so we can find the representative of any element
efficiently by following the corresponding chain.

Implementation

The union-find structure can be implemented using arrays. In the following
implementation, the array link contains for each element the next element in the
chain or the element itself if it is a representative, and the array size indicates
for each representative the size of the corresponding set.

Initially, each element belongs to a separate set:

for (int i = 1; 1 <= n; i++) link[i]
1; 1 <= n; i++) size[i]

i;
1;

for (int 1

The function find returns the representative for an element x. The represen-
tative can be found by following the chain that begins at x.

int find(int x) {
while (x != link[x]) x = link[x];
return x;

}

The function same checks whether elements a and b belong to the same set.
This can easily be done by using the function find:
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bool same(int a, int b) {
return find(a) == find(b);
}

The function unite joins the sets that contain elements @ and b (the elements
have to be in different sets). The function first finds the representatives of the
sets and then connects the smaller set to the larger set.

void unite(int a, int b) {
a = find(a);
b = find(b);
if (size[a] < size[b]) swap(a,b);
size[a] += size[b];
link[b] = a;

3

The time complexity of the function find is O(logn) assuming that the length
of each chain is O(logn). In this case, the functions same and unite also work in
O(logn) time. The function unite makes sure that the length of each chain is
O(logn) by connecting the smaller set to the larger set.

7.3 Prim’s algorithm

Prim’s algorithm? is an alternative method for finding a minimum spanning
tree. The algorithm first adds an arbitrary node to the tree. After this, the
algorithm always chooses a minimum-weight edge that adds a new node to the
tree. Finally, all nodes have been added to the tree and a minimum spanning
tree has been found.

Prim’s algorithm resembles Dijkstra’s algorithm. The difference is that Dijk-
stra’s algorithm always selects an edge whose distance from the starting node is
minimum, but Prim’s algorithm simply selects the minimum weight edge that
adds a new node to the tree.

Example

Let us consider how Prim’s algorithm works in the following graph:

3The algorithm is named after R. C. Prim who published it in 1957 [54]. However, the same
algorithm was discovered already in 1930 by V. Jarnik.
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Initially, there are no edges between the nodes:

@ &
@ O,
® ©

An arbitrary node can be the starting node, so let us choose node 1. First, we add
node 2 that is connected by an edge of weight 3:

SOEC
® ®

After this, there are two edges with weight 5, so we can add either node 3 or
node 5 to the tree. Let us add node 3 first:

5

O
® ©

The process continues until all nodes have been included in the tree:

Implementation

Like Dijkstra’s algorithm, Prim’s algorithm can be efficiently implemented using a
priority queue. The priority queue should contain all nodes that can be connected
to the current component using a single edge, in increasing order of the weights
of the corresponding edges.

The time complexity of Prim’s algorithm is O(n +mlogm) that equals the time
complexity of Dijkstra’s algorithm. In practice, Prim’s and Kruskal’s algorithms
are both efficient, and the choice of the algorithm is a matter of taste. Still, most
competitive programmers use Kruskal’s algorithm.
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Chapter 8

Strong connectivity

In a directed graph, the edges can be traversed in one direction only, so even if
the graph is connected, this does not guarantee that there would be a path from
a node to another node. For this reason, it is meaningful to define a new concept
that requires more than connectivity.

A graph is strongly connected if there is a path from any node to all other
nodes in the graph. For example, in the following picture, the left graph is
strongly connected while the right graph is not.

The right graph is not strongly connected because, for example, there is no
path from node 2 to node 1.

The strongly connected components of a graph divide the graph into
strongly connected parts that are as large as possible. The strongly connected
components form an acyclic component graph that represents the deep struc-
ture of the original graph.

For example, for the graph

4 @ 6

the strongly connected components are as follows:
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The corresponding component graph is as follows:

The components are A ={1,2}, B=1{3,6,7}, C ={4} and D = {5}.

A component graph is an acyclic, directed graph, so it is easier to process
than the original graph. Since the graph does not contain cycles, we can always
construct a topological sort and use dynamic programming techniques like those
presented in Chapter 16.

8.1 Kosaraju’s algorithm

Kosaraju’s algorithm' is an efficient method for finding the strongly connected
components of a directed graph. The algorithm performs two depth-first searches:
the first search constructs a list of nodes according to the structure of the graph,
and the second search forms the strongly connected components.

Search 1

The first phase of Kosaraju’s algorithm constructs a list of nodes in the order
in which a depth-first search processes them. The algorithm goes through the
nodes, and begins a depth-first search at each unprocessed node. Each node will
be added to the list after it has been processed.

In the example graph, the nodes are processed in the following order:

1/8 2/7 9/14

4/5 3/6 11/12

The notation x/y means that processing the node started at time x and finished
at time y. Thus, the corresponding list is as follows:

TAccording to [1], S. R. Kosaraju invented this algorithm in 1978 but did not publish it. In
1981, the same algorithm was rediscovered and published by M. Sharir [57].
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Search 2

The second phase of the algorithm forms the strongly connected components of
the graph. First, the algorithm reverses every edge in the graph. This guarantees
that during the second search, we will always find strongly connected components
that do not have extra nodes.

After reversing the edges, the example graph is as follows:

4 @ 6

After this, the algorithm goes through the list of nodes created by the first
search, in reverse order. If a node does not belong to a component, the algorithm
creates a new component and starts a depth-first search that adds all new nodes
found during the search to the new component.

In the example graph, the first component begins at node 3:

Note that since all edges are reversed, the component does not "leak” to other
parts in the graph.
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The next nodes in the list are nodes 7 and 6, but they already belong to a
component, so the next new component begins at node 1:

Finally, the algorithm processes nodes 5 and 4 that create the remaining
strongly connected components:

The time complexity of the algorithm is O(n + m), because the algorithm
performs two depth-first searches.
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Chapter 9

Tree queries

This chapter discusses techniques for processing queries on subtrees and paths
of a rooted tree. For example, such queries are:

¢ what is the kth ancestor of a node?
¢ what is the sum of values in the subtree of a node?
* what is the sum of values on a path between two nodes?

¢ what is the lowest common ancestor of two nodes?

9.1 Finding ancestors
The kth ancestor of a node x in a rooted tree is the node that we will reach
if we move k& levels up from x. Let ancestor(x,%) denote the kth ancestor of a

node x (or O if there is no such an ancestor). For example, in the following tree,
ancestor(2,1) =1 and ancestor(8,2) = 4.

An easy way to calculate any value of ancestor(x, k) is to perform a sequence
of £ moves in the tree. However, the time complexity of this method is O(k),
which may be slow, because a tree of n nodes may have a chain of n nodes.
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Fortunately, using a technique similar to that used in Chapter 16.3 (of the
full book), any value of ancestor(x, k) can be efficiently calculated in O(logk) time
after preprocessing. The idea is to precalculate all values ancestor(x, k) where
k <n is a power of two. For example, the values for the above tree are as follows:

x|1 2 3 4 5 6 7 8
ancestor(x,1) |0 1 4 1 1 2 4 7
ancestor(x,2) |0 0 1 0 0 1 1 4
ancestor(x,4) |0 0 0 0 0 O O O

The preprocessing takes O(nlogn) time, because O(logn) values are calculated
for each node. After this, any value of ancestor(x, k) can be calculated in O(logk)
time by representing £ as a sum where each term is a power of two.

9.2 Subtrees and paths

A tree traversal array contains the nodes of a rooted tree in the order in which
a depth-first search from the root node visits them. For example, in the tree

a depth-first search proceeds as follows:

1126|347 |8|9]|5
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Subtree queries

Each subtree of a tree corresponds to a subarray of the tree traversal array such
that the first element of the subarray is the root node. For example, the following
subarray contains the nodes of the subtree of node 4:

112(6|3/4|7|8|9|5

Using this fact, we can efficiently process queries that are related to subtrees of
a tree. As an example, consider a problem where each node is assigned a value,
and our task is to support the following queries:

¢ update the value of a node

¢ calculate the sum of values in the subtree of a node

Consider the following tree where the blue numbers are the values of the
nodes. For example, the sum of the subtree of node 4is 3+4+3+1=11.

2

The idea is to construct a tree traversal array that contains three values for
each node: the identifier of the node, the size of the subtree, and the value of the
node. For example, the array for the above tree is as follows:

node id 1/2(6|3|4|7/8|9]|5
subtree size 9121141111
node value 213145134311

Using this array, we can calculate the sum of values in any subtree by first
finding out the size of the subtree and then the values of the corresponding nodes.
For example, the values in the subtree of node 4 can be found as follows:

node id 1/2(6|3|4|7/8|9]|5
subtree size 91211141111
node value 2131451343 [1]|1

To answer the queries efficiently, it suffices to store the values of the nodes
in a binary indexed or segment tree. After this, we can both update a value and
calculate the sum of values in O(logn) time.
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Path queries

Using a tree traversal array, we can also efficiently calculate sums of values on
paths from the root node to any node of the tree. Consider a problem where our
task is to support the following queries:

¢ change the value of a node
* calculate the sum of values on a path from the root to a node

For example, in the following tree, the sum of values from the root node to
node 7is 4+5+5=14:

We can solve this problem like before, but now each value in the last row of
the array is the sum of values on a path from the root to the node. For example,

the following array corresponds to the above tree:

node id 112(6|3/4]7|8]9]|5

subtree size 9121141111
path sum 4191121 7191|14|/12/10| 6

When the value of a node increases by x, the sums of all nodes in its subtree
increase by x. For example, if the value of node 4 increases by 1, the array

changes as follows:

node id 1,263 (4|7[8]9|5

subtree size 912114111
path sum 419|127 110|15|/13|11| 6

Thus, to support both the operations, we should be able to increase all values
in a range and retrieve a single value. This can be done in O(logn) time using a
binary indexed or segment tree (see Chapter 9.4).
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9.3 Lowest common ancestor

The lowest common ancestor of two nodes of a rooted tree is the lowest node
whose subtree contains both the nodes. A typical problem is to efficiently process
queries that ask to find the lowest common ancestor of two nodes.

For example, in the following tree, the lowest common ancestor of nodes 5 and

8 is node 2:
(1)

e/@\e’ O

Next we will discuss two efficient techniques for finding the lowest common
ancestor of two nodes.

Method 1

One way to solve the problem is to use the fact that we can efficiently find the
kth ancestor of any node in the tree. Using this, we can divide the problem of
finding the lowest common ancestor into two parts.

We use two pointers that initially point to the two nodes whose lowest common
ancestor we should find. First, we move one of the pointers upwards so that both
pointers point to nodes at the same level.

In the example scenario, we move the second pointer one level up so that it
points to node 6 which is at the same level with node 5:
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After this, we determine the minimum number of steps needed to move both
pointers upwards so that they will point to the same node. The node to which the
pointers point after this is the lowest common ancestor.

In the example scenario, it suffices to move both pointers one step upwards to
node 2, which is the lowest common ancestor:

7\

Since both parts of the algorithm can be performed in O(logn) time using
precomputed information, we can find the lowest common ancestor of any two
nodes in O(logn) time.

Method 2

Another way to solve the problem is based on a tree traversal array'. Once again,
the idea is to traverse the nodes using a depth-first search:

However, we use a different tree traversal array than before: we add each
node to the array always when the depth-first search walks through the node,
and not only at the first visit. Hence, a node that has £ children appears & + 1
times in the array and there are a total of 2n — 1 nodes in the array.

IThis lowest common ancestor algorithm was presented in [7]. This technique is sometimes
called the Euler tour technique [66].
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We store two values in the array: the identifier of the node and the depth of
the node in the tree. The following array corresponds to the above tree:

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
node id 11252686213 |1|4|7|4]|1
depth 11232343 |2|1]|2|1|2|3|2]|1

Now we can find the lowest common ancestor of nodes a and b by finding the
node with the minimum depth between nodes a and b in the array. For example,
the lowest common ancestor of nodes 5 and 8 can be found as follows:

0o 1 2 3 4 5 6 7 8 9 10 11 12 13 14
node id 112|682 (6|8|6|21|3|1|4|7]|4]1
depth 1(12(3(2(3 (4|3 |2|1|2 1|23 |2|1

1

Node 5 is at position 2, node 8 is at position 5, and the node with minimum
depth between positions 2...5 is node 2 at position 3 whose depth is 2. Thus, the
lowest common ancestor of nodes 5 and 8 is node 2.

Thus, to find the lowest common ancestor of two nodes it suffices to process a
range minimum query. Since the array is static, we can process such queries in
O(1) time after an O(nlogn) time preprocessing.

Distances of nodes

The distance between nodes a and b equals the length of the path from a to 6. It
turns out that the problem of calculating the distance between nodes reduces to
finding their lowest common ancestor.

First, we root the tree arbitrarily. After this, the distance of nodes a and b
can be calculated using the formula

depth(a) + depth(b) —2-depth(e),

where c is the lowest common ancestor of a and b and depth(s) denotes the depth
of node s. For example, consider the distance of nodes 5 and 8:
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The lowest common ancestor of nodes 5 and 8 is node 2. The depths of the
nodes are depth(5) = 3, depth(8) = 4 and depth(2) = 2, so the distance between
nodes 5 and 8is 3+4-2-2=3.

9.4 Offline algorithms

So far, we have discussed online algorithms for tree queries. Those algorithms
are able to process queries one after another so that each query is answered
before receiving the next query.

However, in many problems, the online property is not necessary. In this
section, we focus on offline algorithms. Those algorithms are given a set of
queries which can be answered in any order. It is often easier to design an offline
algorithm compared to an online algorithm.

Merging data structures

One method to construct an offline algorithm is to perform a depth-first tree
traversal and maintain data structures in nodes. At each node s, we create a
data structure d[s] that is based on the data structures of the children of s. Then,
using this data structure, all queries related to s are processed.

As an example, consider the following problem: We are given a tree where
each node has some value. Our task is to process queries of the form "calculate
the number of nodes with value x in the subtree of node s”. For example, in the
following tree, the subtree of node 4 contains two nodes whose value is 3.

In this problem, we can use map structures to answer the queries. For
example, the maps for node 4 and its children are as follows:

1 3 4
1 2 1
4 3 L
1 1 1
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If we create such a data structure for each node, we can easily process all
given queries, because we can handle all queries related to a node immediately
after creating its data structure. For example, the above map structure for node
4 tells us that its subtree contains two nodes whose value is 3.

However, it would be too slow to create all data structures from scratch.
Instead, at each node s, we create an initial data structure d[s] that only contains
the value of s. After this, we go through the children of s and merge d[s] and all
data structures d[u] where u is a child of s.

For example, in the above tree, the map for node 4 is created by merging the
following maps:

Here the first map is the initial data structure for node 4, and the other three
maps correspond to nodes 7, 8 and 9.

The merging at node s can be done as follows: We go through the children
of s and at each child u merge d[s] and d[z]. We always copy the contents from
dlu] to dls]. However, before this, we swap the contents of d[s] and d[«] if d[s] is
smaller than d[u]. By doing this, each value is copied only O(logn) times during
the tree traversal, which ensures that the algorithm is efficient.

To swap the contents of two data structures a and b efficiently, we can just
use the following code:

swap(a,b);

It is guaranteed that the above code works in constant time when a and b are
C++ standard library data structures.

Lowest common ancestors

There is also an offline algorithm for processing a set of lowest common ancestor
queries®. The algorithm is based on the union-find data structure (see Chapter
15.2), and the benefit of the algorithm is that it is easier to implement than the
algorithms discussed earlier in this chapter.

The algorithm is given as input a set of pairs of nodes, and it determines for
each such pair the lowest common ancestor of the nodes. The algorithm performs
a depth-first tree traversal and maintains disjoint sets of nodes. Initially, each
node belongs to a separate set. For each set, we also store the highest node in the
tree that belongs to the set.

When the algorithm visits a node x, it goes through all nodes y such that the
lowest common ancestor of x and y has to be found. If y has already been visited,
the algorithm reports that the lowest common ancestor of x and y is the highest
node in the set of y. Then, after processing node x, the algorithm joins the sets of
x and its parent.

2This algorithm was published by R. E. Tarjan in 1979 [65].
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For example, suppose that we want to find the lowest common ancestors of
node pairs (5,8) and (2,7) in the following tree:

In the following trees, gray nodes denote visited nodes and dashed groups of
nodes belong to the same set. When the algorithm visits node 8, it notices that
node 5 has been visited and the highest node in its set is 2. Thus, the lowest
common ancestor of nodes 5 and 8 is 2:

Later, when visiting node 7, the algorithm determines that the lowest common
ancestor of nodes 2 and 7 is 1:
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Chapter 10

Bridges and Articulation Points

Please read our wiki: https://soi.ch/wiki/bridges-articulationpoints/
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Chapter 11

Paths and circuits

This chapter focuses on two types of paths in graphs:
¢ An Eulerian path is a path that goes through each edge exactly once.
* A Hamiltonian path is a path that visits each node exactly once.

While Eulerian and Hamiltonian paths look like similar concepts at first
glance, the computational problems related to them are very different. It turns
out that there is a simple rule that determines whether a graph contains an
Eulerian path, and there is also an efficient algorithm to find such a path if
it exists. On the contrary, checking the existence of a Hamiltonian path is a
NP-hard problem, and no efficient algorithm is known for solving the problem.

11.1 Eulerian paths

An Eulerian path' is a path that goes exactly once through each edge of the
graph. For example, the graph

has an Eulerian path from node 2 to node 5:

1. Euler studied such paths in 1736 when he solved the famous Kénigsberg bridge problem.
This was the birth of graph theory.
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An Eulerian circuit is an Eulerian path that starts and ends at the same node.

For example, the graph
(D—2)
T
@

has an Eulerian circuit that starts and ends at node 1:

Existence

The existence of Eulerian paths and circuits depends on the degrees of the nodes.
First, an undirected graph has an Eulerian path exactly when all the edges
belong to the same connected component and

* the degree of each node is even or

¢ the degree of exactly two nodes is odd, and the degree of all other nodes is
even.

In the first case, each Eulerian path is also an Eulerian circuit. In the second
case, the odd-degree nodes are the starting and ending nodes of an Eulerian path
which is not an Eulerian circuit.

For example, in the graph

nodes 1, 3 and 4 have a degree of 2, and nodes 2 and 5 have a degree of 3. Exactly
two nodes have an odd degree, so there is an Eulerian path between nodes 2 and
5, but the graph does not contain an Eulerian circuit.

In a directed graph, we focus on indegrees and outdegrees of the nodes. A
directed graph contains an Eulerian path exactly when all the edges belong to
the same connected component and

* in each node, the indegree equals the outdegree, or
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* in one node, the indegree is one larger than the outdegree, in another node,
the outdegree is one larger than the indegree, and in all other nodes, the
indegree equals the outdegree.

In the first case, each Eulerian path is also an Eulerian circuit, and in the
second case, the graph contains an Eulerian path that begins at the node whose
outdegree is larger and ends at the node whose indegree is larger.

For example, in the graph

nodes 1, 3 and 4 have both indegree 1 and outdegree 1, node 2 has indegree 1
and outdegree 2, and node 5 has indegree 2 and outdegree 1. Hence, the graph
contains an Eulerian path from node 2 to node 5:

Hierholzer's algorithm

Hierholzer’s algorithm? is an efficient method for constructing an Eulerian
circuit. The algorithm consists of several rounds, each of which adds new edges
to the circuit. Of course, we assume that the graph contains an Eulerian circuit;
otherwise Hierholzer’s algorithm cannot find it.

First, the algorithm constructs a circuit that contains some (not necessarily
all) of the edges of the graph. After this, the algorithm extends the circuit step by
step by adding subcircuits to it. The process continues until all edges have been
added to the circuit.

The algorithm extends the circuit by always finding a node x that belongs
to the circuit but has an outgoing edge that is not included in the circuit. The
algorithm constructs a new path from node x that only contains edges that are
not yet in the circuit. Sooner or later, the path will return to node x, which creates
a subcircuit.

If the graph only contains an Eulerian path, we can still use Hierholzer’s
algorithm to find it by adding an extra edge to the graph and removing the edge
after the circuit has been constructed. For example, in an undirected graph, we
add the extra edge between the two odd-degree nodes.

Next we will see how Hierholzer’s algorithm constructs an Eulerian circuit
for an undirected graph.

2The algorithm was published in 1873 after Hierholzer’s death [35].
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Example

Let us consider the following graph:

Suppose that the algorithm first creates a circuit that begins at node 1. A
possible circuitis 1 -2 —3 — 1:
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Now all edges are included in the circuit, so we have successfully constructed an
Eulerian circuit.

11.2 Hamiltonian paths

A Hamiltonian path is a path that visits each node of the graph exactly once.

For example, the graph

contains a Hamiltonian path from node 1 to node 3:

DEEOR
. )

2.

If a Hamiltonian path begins and ends at the same node, it is called a Hamil-
tonian circuit. The graph above also has an Hamiltonian circuit that begins
and ends at node 1:

Existence

No efficient method is known for testing if a graph contains a Hamiltonian path,
and the problem is NP-hard. Still, in some special cases, we can be certain that a
graph contains a Hamiltonian path.

A simple observation is that if the graph is complete, i.e., there is an edge
between all pairs of nodes, it also contains a Hamiltonian path. Also stronger
results have been achieved:

* Dirac’s theorem: If the degree of each node is at least n/2, the graph
contains a Hamiltonian path.

* Ore’s theorem: If the sum of degrees of each non-adjacent pair of nodes is
at least n, the graph contains a Hamiltonian path.
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A common property in these theorems and other results is that they guarantee
the existence of a Hamiltonian path if the graph has a large number of edges. This
makes sense, because the more edges the graph contains, the more possibilities
there is to construct a Hamiltonian path.

Construction

Since there is no efficient way to check if a Hamiltonian path exists, it is clear
that there is also no method to efficiently construct the path, because otherwise
we could just try to construct the path and see whether it exists.

A simple way to search for a Hamiltonian path is to use a backtracking
algorithm that goes through all possible ways to construct the path. The time
complexity of such an algorithm is at least O(n!), because there are n! different
ways to choose the order of n nodes.

A more efficient solution is based on dynamic programming (see Chapter
10.5). The idea is to calculate values of a function possible(S,x), where S is a
subset of nodes and x is one of the nodes. The function indicates whether there is
a Hamiltonian path that visits the nodes of S and ends at node x. It is possible to
implement this solution in O(2"n2) time.

11.3 De Bruijn sequences

A De Bruijn sequence is a string that contains every string of length n exactly
once as a substring, for a fixed alphabet of £ characters. The length of such a
string is £ + n — 1 characters. For example, when n =3 and & = 2, an example of
a De Bruijn sequence is

0001011100.

The substrings of this string are all combinations of three bits: 000, 001, 010,
011, 100, 101, 110 and 111.

It turns out that each De Bruijn sequence corresponds to an Eulerian path in
a graph. The idea is to construct a graph where each node contains a string of
n —1 characters and each edge adds one character to the string. The following
graph corresponds to the above scenario:

An Eulerian path in this graph corresponds to a string that contains all
strings of length n. The string contains the characters of the starting node and
all characters of the edges. The starting node has n — 1 characters and there are
k" characters in the edges, so the length of the string is 2" +n — 1.

66



11.4 Knight’s tours

A knight’s tour is a sequence of moves of a knight on an n x n chessboard
following the rules of chess such that the knight visits each square exactly once.
A knight’s tour is called a closed tour if the knight finally returns to the starting
square and otherwise it is called an open tour.

For example, here is an open knight’s tour on a 5 x 5 board:

14111625
12117} 2 | 5 |10
31207 24|15
18(13(22| 9 | 6
21| 8 (1914|233

A knight’s tour corresponds to a Hamiltonian path in a graph whose nodes
represent the squares of the board, and two nodes are connected with an edge if
a knight can move between the squares according to the rules of chess.

A natural way to construct a knight’s tour is to use backtracking. The search
can be made more efficient by using heuristics that attempt to guide the knight
so that a complete tour will be found quickly.

Warnsdorf’s rule

Warnsdorf’s rule is a simple and effective heuristic for finding a knight’s tour®.
Using the rule, it is possible to efficiently construct a tour even on a large board.
The idea is to always move the knight so that it ends up in a square where the
number of possible moves is as small as possible.

For example, in the following situation, there are five possible squares to
which the knight can move (squares a...e):

1 a

In this situation, Warnsdorf’s rule moves the knight to square a, because after
this choice, there is only a single possible move. The other choices would move
the knight to squares where there would be three moves available.

3This heuristic was proposed in Warnsdorf’s book [69] in 1823. There are also polynomial
algorithms for finding knight’s tours [52], but they are more complicated.
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